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Distributed Real-Time Optimal Power Flow
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Abstract—Conventionally, power system has a hierarchical con-
trol structure including primary, secondary, and tertiary controls.
The drawbacks of this hierarchical scheme are manifest: 1) it lacks
flexibility and scalability, which is against the trend toward an
open-access power system; 2) load forecast as the basis of tertiary
control could be inaccurate and infeasible, especially in microgrid
for example; 3) as the penetration of renewable energy increases,
the relatively long time-scales of secondary and tertiary controls
cannot accommodate to more severe power fluctuation within the
system. To avoid these drawbacks, a distributed real-time optimal
power flow control strategy is introduced in this paper. With the
aid of up-to-date smart grid technologies such as two-way commu-
nication and distributed sensor, the proposed approach can avoid
the need of load forecast and achieve the same objective as hier-
archical control with a feedback mechanism in real time, that is
to recover the nominal system frequency and maintain the active
power of the generators close to the optimal operational condition
in the presence of any disturbance. Convergence of the proposed
approach is analytically proved. Simulation results in a 34-bus is-
landed microgrid and the IEEE 118-bus bulk power grid validate
the effectiveness and efficiency of the proposed approach.

Index Terms—Consensus, distributed control, frequency
regulation, multi-agent system, optimal power flow.

I. INTRODUCTION

POWER systems have conventionally been operated in a
hierarchical structure with the control layers separated
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in different time-scales [1]–[3]. The primary control stabilizes
system frequency in the transient after disturbance: it adjusts the
power output of generators in response to frequency deviation
according to the power/frequency droop curve, which leads to
a steady-state frequency deviation. In a longer time-scale, the
secondary frequency control restores system frequency to its
nominal value with automatic generation control (AGC). In the
longest time-scale, the tertiary control facilitates economic dis-
patch by setting the nominal power output of each generator to
the optimal power flow (OPF) solution, which minimizes the
total generation cost under a set of constraints (e.g., power bal-
ance, generation limit, and power flow limit constraints, etc.)
based on load and generation forecast [4].

However, although the hierarchical control will remain active
for the next decades, its shortcomings are quite manifest:

1) The large-scale integration of renewable energy increases
the power fluctuation within power systems. Due to rel-
atively slow reaction of the secondary control, frequency
deviation caused by the primary control can be more se-
vere, which may limit system stability or even trigger
emergency control. The tertiary control is executed in the
period of a quarter hour to half an hour. During each
period, this power fluctuation can make the actual oper-
ational condition deviate from the optimal one, resulting
in less economy efficiency.

2) The tertiary control based on OPF solution is not com-
pletely accurate due to the unavoidable load forecast er-
ror. In particular, accurate load forecast in a micro-grid is
even more difficult, and could be costly [5].

3) As the diversity and quantity of energy resources increase,
open access is a trend for both micro-grids [3] and bulk
power grids [6], [7]. The conventional top-down hierar-
chical scheme, which is suitable for the coordination of
centralized generation, is inconsistent with this trend due
to its lack of flexibility and scalability, as well as the
need of expensive high-performance computing system
and high-bandwidth communication system.

The concept of smart grid, which refers to a modernized grid
controlled by computer-based automation and two-way commu-
nication structures, provides a new tool in power system design,
control and optimization [8], [9]. With the aid of these up-to-date
smart grid technologies, distributed algorithms based on the
multi-agent system (MAS) have been extensively applied
to power systems in the past decade: in [10], the authors
initiatively apply a consensus algorithm to solve economic
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dispatch problem by driving the incremental cost of each genera-
tor to a common value, but this method requires global informa-
tion (aggregated generation output) to be collected by a leader
generator, which is practically difficult to be acquired in real
time. Reference [11] solves the same problem by distributively
and collectively estimating the mismatch between demand and
aggregated power output of the generators, which is used as a
feedback mechanism to adjust the power output of each genera-
tor. Different from the above literature, reference [12] proposes
an online optimal generation control method, which can recover
the nominal system frequency and minimize the total generation
cost simultaneously. Reference [13] achieves the hierarchical
control in micro-grid in a fully decentralized way, which does
not require any communication among the distributed gener-
ators (DGs). Reference [14] achieves economic operation and
secondary frequency regulation simultaneously through local
feedback control. However, all of the aforementioned work has
a common limitation: they only consider power balance and
generation limit constraints. In practice, power flows can never
exceed their thermal limits, otherwise, it will result in overheat-
ing of the power lines and contingencies may happen to the grid.
This problem becomes more prominent recently since today’s
power grid is operated closer to its capacity limit [15]. There-
fore, power flow limit constraints must be considered in power
system dispatch/control [4], [16].

Based on the distributed cooperative control theory [17], a
distributed real-time optimal power flow (RTOPF) control ap-
proach, which integrates the function of hierarchical control, is
introduced in this paper. This approach is applicable to coordina-
tion of active power of synchronous generators and virtual power
plants [18], [19] in bulk power grids, or to that of DGs (e.g., pho-
tovoltaic systems, wind generators, micro turbines, fuel cells,
etc.) in islanded MV/HV micro-grids [20]. A full consideration
on all the cases of a micro-grid operating in the grid-tied mode
is out of the scope of this work. It is worth noting that DGs in
the rest of this paper are considered to be dispatchable with con-
trol methods provided in [21]–[23] (while the undispatchable
DGs are viewed as negative loads). For simplicity, the differ-
ent forms of energy resources in both islanded micro-grids and
bulk power grids are collectively called generation units (GUs).
Different from the hierarchical scheme, where economic
dispatch is fulfilled with feed-forward control based on load
forecast, the proposed control runs in real time in a close-loop
fashion to dynamically adjust the power generation set-points
of the primary frequency control of GUs by means of communi-
cation among geographically neighboring GUs and distributed
sensors measuring power flows. As a result, the function of
the hierarchical control is simultaneously achieved, i.e., the fre-
quency deviation converges to zero in the steady state, while the
generation cost is minimized under power balance, power flow
limit, and generation limit constraints.

The proposed approach has several distinct features:
1) Thermal limit constraint is handled by distributively mea-

suring power flows, which avoids the estimation of global
information, leads to a faster convergence, and is also in
line with the trend of smart grid.

Fig. 1. Illustration of the proposed control scheme.

2) It is an upper-level control, which only adjusts power
generation set-points of the speed governors and thus is
compatible with various forms of GU controllers.

3) It can accommodate to time-varying generation lim-
its, which is important especially for DGs since their
maximum available power depends on the weather
condition.

4) A connected two-way communication network that facili-
tates information exchanges among the GUs is a sufficient
condition for convergence to a small neighborhood around
the global optimum.

5) It is robust to communication interruptions and packet
drops, and is plug-and-play for all sorts of GUs.

The rest of the paper is organized as follows. Section II for-
mulates the problem of RTOPF control. Section III introduces
the distributed RTOPF control approach. Simulation results and
conclusions are presented in Section IV and V, respectively.

II. PROBLEM FORMULATION

An MAS is a computerized system composed of multiple
interacting intelligent agents within certain environment. It has
been widely adopted as a feasible solution for managing com-
plex distributed systems [17], [24]. This is motivated by its
inherent benefits such as flexibility, scalability, autonomy and
reduction in problem complexity among other factors [25]. In
this paper, a smart grid is modeled and controlled as an MAS,
where each agent can represent either a GU agent or a dis-
tributed sensor agent. GU agents control the power output of
GUs, and are interconnected with a two-way communication
network. The distributed sensor agents measure power flows of
critical power lines in real time and interact with the GU agents,
as illustrated in Fig. 1, where power flows of Lines 1, 2 and 4
are monitored for example.
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In a power grid, a GU can be equivalently modeled with the
classic swing equations [1], [26]

θ̇i = ωi − ω0 , ∀i ∈ Sgen (1)

Tiω̇i = PG,i − Pe,i , ∀i ∈ Sgen (2)

where Sgen = {1, · · · , q} is the set of GUs; θi is the phase angle
at the ith bus; Ti is the time constant representing the rotor inertia
of ith GU (p.u.); PG,i and Pe,i are power generated from the ith
GU and power injection to the ith bus, respectively; ω0 = 1 p.u.
and ωi are the nominal frequency and frequency at the ith bus,
respectively.

The governor provides primary frequency control to each GU.
The power output PG,i is determined by the power/frequency
droop curve described as

PG,i = P 0
i − kDiΔωi, (3)

where P 0
i is the power generation set-point of the ith GU, Δωi =

ωi − ω0 is the frequency deviation measured at the ith bus, and
kDi is a predefined frequency droop coefficient.

Without loss of generality, consider that Sload = {q +
1, · · · , n} denotes the set of load buses, and each load adopts
the constant power model.

Physically, GUs and loads are coupled by the non-linear AC
power flow. Due to the coupling of active and reactive power
flows, AC power flow is generally solved iteratively, which
is computationally burdensome for real-time control. In this
paper, we only study active power control by disassociating
it from reactive power control for simplicity. As for reactive
power dispatch, distributed control and optimization methods
have been investigated in details, for example, in [27], [28].

The active/reactive power injection through the ith bus can
be written as

Pe,i =
∑

(i,j )∈Sl in e

EiEj

[
gij cos(θi − θj ) + bij sin(θi − θj )

]
,

(4)

Qe,i =
∑

(i,j )∈Sl in e

EiEj

[
gij sin(θi − θj ) − bij cos(θi − θj )

]
,

(5)

while the active power flow through line (i, j) ∈ Sline can be
written as

Fi,j = gijEi

[
Ei − Ej cos(θi − θj )] − bijEiEj sin(θi − θj ),

(6)
where ∀i, j ∈ Sgen ∪ Sload .Sline denotes the set of power lines;
Ei denotes voltage magnitude of the ith bus; gij and bij denote
conductance and susceptance of line (i, j) ∈ Sline , respectively.

Conventionally, the value of P 0
i in (3) is determined in an

open-loop manner by solving economic dispatch problem peri-
odically, and during each period, P 0

i of the GUs participating in
secondary frequency control are adjusted in a close-loop man-
ner to bring the frequency deviation back to zero with the help
of AGC.

In this paper, the distributed RTOPF control approach de-
termines P 0

i of each GU by exchanging information with its

neighboring GU agents and sensor agents (as shown in Fig. 1).
The control objective can be described as follows.

Firstly, the frequency deviation in all locations converges to
zero in the steady state, i.e.,

lim
t→∞Δωi = 0, ∀i ∈ {1, · · · , n}. (7)

Secondly, the generation cost is minimized at the equilibrium,
i.e., when (7) is attained, the control variables P 0

i (∀i ∈ Sgen )
converge to the optimal solution of the OPF problem as

min
P 0

f(P 0) =
∑

i∈Sg e n

fi(P 0
i ) (8a)

s.t.

Pload + Ploss −
∑

i∈Sg e n

P 0
i = 0 (8b)

Pmin
i ≤ P 0

i ≤ Pmax
i , ∀i ∈ Sgen (8c)

Fi,j ≤ F̄i,j , ∀(i, j) ∈ Sline (8d)

The total generation cost f(P 0) in (8a) is to be minimized,
where P 0 = [P 0

1 , · · · , P 0
q ]T is the decision vector. The cost of

the ith GU fi(P ) is a convex function, and without loss of
generality, it is approximated as a quadratic function as [16]

fi(P ) = aiP
2 + biP + ci, (9)

where ai , bi and ci are cost coefficients.
Eq. (8b) is the power balance constraint, where Pload and

Ploss are the aggregated load consumption and power loss. In
this paper, we actually use Δωi , which can be measured and
calculated locally, as a feedback signal to reach power balance in
the grid. This avoids the estimate of Pload and Ploss as did in [29].
The attainment of (7) actually indicates (8b), but eq. (8b) is still
included here for the integrity of the OPF problem and the ease of
illustrating the proposed approach in the next section. Eq. (8c)
is the generation limit constraint of the ith GU (∀i ∈ Sgen ),
where Pmin

i and Pmax
i are the lower and upper bounds of its

power output, respectively. Eq. (8d) is the power flow limit
constraint of line (i, j) for all (i, j) ∈ Sline . Fi,j and F̄i,j are
the actual power flow from bus i to j and its corresponding
upper limit, respectively. There is no lower limit on Fi,j , such
as Fi,j > −F̄i,j , since Fi,j and Fj,i are considered separately.

III. THE DISTRIBUTED RTOPF CONTROL APPROACH

To make the OPF problem more tractable with real-time coop-
erative control and optimization, it is reformulated by including
constraint (8d) in the objective function as a penalty term as [30]

min
P 0

f̃(P 0) =
∑

i∈Sg e n

fi(P 0
i ) +

1
2
γ

∑
(j,k)∈Sl in e

{[Fj,k − F̄j,k ]+}2

(10)
s.t. (8b) and (8c)

where γ > 0 is a predefined penalty factor, and the projection
function is defined as

[x]+ =

{
x if x > 0

0 otherwise
.
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By using the penalty method, power flow constraints (8d)
may be slightly violated and the system may operate in a sub-
optimal solution of the OPF problem (8). However, a trivial
safety margin can always be reserved in the thermal limit of
each power line. This margin can be kept sufficiently small by
tuning the value of γ, which will not significantly degrade the
optimality of the solution.

A. Centralized Solution to the RTOPF Problem

Define the Lagrangian function of the reformulated OPF prob-
lem as

L = f(P 0) +
1
2
γ

∑

(j,k)∈Sl i n e

{[Fj,k − F̄j,k ]+}2

+ λ(Pload + Ploss −
∑

i∈Sg e n

P 0
i )

+
∑

i∈Sg e n

νi1(P 0
i − Pmax

i )

+
∑

i∈Sg e n

νi2(Pmin
i − P 0

i ), (11)

where λ, νi1 and νi2 (∀i ∈ Sgen ) are the Karush–Kuhn–Tucker
(KKT) multipliers.

Lemma 1: P 0 is the optimal solution of the OPF problem if
it satisfies the KKT conditions as [30]
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

P 0
i =

λ− bi − νi1 + νi2 −γ
∑

(j,k)∈S l i n e
[Fj,k −F̄j,k ]+djk

i

2ai
(12a)

νi1(P 0
i − Pmax

i ) = 0, νi2(Pmin
i − P 0

i ) = 0 (12b)

Pmin
i ≤ P 0

i ≤ Pmax
i , ∀i ∈ Sgen (12c)

∑
i∈Sg e n

P 0
i − Pload − Ploss = 0 (12d)

νi1 , νi2 ≥ 0, ∀i ∈ Sgen (12e)

where (12a) follows from ∂L/∂P 0
i = 0, and djk

i is equal to
∂Fj,k /∂PG,i .

It follows from KKT conditions (12a), (12b) and (12c) that

P 0
i = Sat(P cent

i , Pmin
i , Pmax

i ), (13)

where

P cent
i =

λ − bi − γ
∑

(j,k)∈Sl i n e
[Fj,k − F̄j,k ]+djk

i

2ai
,

is the centralized solution, and the saturation function is
defined as

Sat(x,min,max) =

⎧
⎪⎨

⎪⎩

min if x < min

max if x > max

x otherwise

.

However, control law (13) cannot be implemented at any GU
unless it can acquire global information to solve (12).

B. Distributed Solution to the RTOPF Problem

Inspired by (13), a distributed RTOPF control strategy is pre-
sented: the power generation set-point of the ith GU is controlled
as

P 0
i = Sat(P dist

i , Pmin
i , Pmax

i ), (14)

where

P dist
i =

λ(i) − bi − γ
∑

(j,k)∈Sc r i t
ΔF

(i)
j,k djk

i

2ai
,

λ(i) is the estimate of λ, ΔF
(i)
j,k is the estimate of [Fj,k − F̄j,k ]+ ,

andScrit ⊆ Sgen is the set of critical lines that are under potential
risk of power flow limit violation.

In what follows, λ(i) and ΔF
(i)
j,k are to be calculated in a

distributed manner, while djk
i is to be approximated locally so

that (14) can be distributively implemented at each GU.
1) Distributed Estimation of λ: Frequency deviation Δωi ,

which can be measured locally at each bus, is used as a feedback
signal to drive the system to frequency stability. For the ith GU
agent, its λ(i) evolves as

λ̇(i) =
∑

j∈Ni

wij (λ(j ) − λ(i)) − 1
2ai

Δωi, (15)

where wij = wji is a positive communication weight gain if
the ith and jth GU agents can communicate with each other,
otherwise wij = wji = 0. The neighboring set of the ith GU
agent Ni consists of all the GU agents that can communicate
with it.

Intuitively, the first term in (15) intends to synchronize λ(i)

for all i ∈ Sgen to a consensus, while the second term uses
frequency deviation Δωi as a feedback mechanism to facilitate
power balance (12d) of the system. It follows from (2) and (3)
that Δωi < 0 in the steady state indicates that

∑
i∈Sg e n

P 0
i is

insufficient, thus λ(i) for all i ∈ Sgen need to be increased, and
vice versa.

According to the cooperative control theory [17], the suffi-
cient condition for λ(i) to converge to a consensus is that the
communication network should be connected, i.e., there is a
path between every pair of GU agents. Equivalently, the corre-
sponding Laplacian matrix L defined as

[L]ij =

{
−wij if i 
= j
∑

l 
=i wil if i = j
(16)

is irreducible.
2) Distributed Estimation of [Fj,k − F̄j,k ]+ : Next, to calcu-

late (14) in a distributed way, [Fj,k − F̄j,k ]+ for all (j, k) ∈ Scrit
also needs to be known to each GU agent. This is achieved
by making use of the abundant distributed sensor agents in
the MAS. These sensors are installed at certain buses of the
power system to measure the power flows of critical lines start-
ing from the buses. The power flow limit F̄j,k of each critical
line is also stored at the corresponding sensor agent, so that
[Fj,k − F̄j,k ]+ can be locally calculated. The simplest way is to
broadcast [Fj,k − F̄j,k ]+ to all the GU agents directly so that

ΔF
(i)
j,k ≡ [Fj,k − F̄j,k ]+ for all i ∈ Sgen .
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Alternatively, each GU agents can also estimate
[Fj,k − F̄j,k ]+ with the leader-following consensus algorithm
[17]: to avoid long-distance communication, the information of
[Fj,k − F̄j,k ]+ only needs to be transmitted to at least one neigh-
boring GU agent (as exemplified in Fig. 1), the set of which is
denoted as the leader set Lj,k . To propagate the information of
[Fj,k − F̄j,k ]+ to all the GU agents, the leader GU agents should

fix their ΔF
(i)
j,k as

ΔF
(i)
j,k ≡ [Fj,k − F̄j,k ]+ , ∀i ∈ Lj,k , (17)

while the follower GU agents should update their ΔF
(i)
j,k as

ΔḞ
(i)
j,k = g

q∑

l=1

wil(ΔF
(l)
j,k − ΔF

(i)
j,k ), ∀i ∈ Sgen − Lj,k ,

(18)
where g > 0 is a constant gain.

It follows from [17, Theorem 5.4] that ΔF
(i)
j,k for all i ∈ Sgen

converge to [Fj,k − F̄j,k ]+ .
Note that in a power system, only a small number of power

lines might reach the power flow limits, otherwise the power
grid needs upgrade. An off-line analysis can be executed on the
grid to determine Scirt and the corresponding location to install
distributed sensors and communication devices. So as to save
communication resource, the leader-following consensus (17)
and (18) can stay idle when [Fj,k − F̄j,k ]+ = 0.

3) Local Calculation of djk
i : DC power flow is adopted due to

its simplicity to locally estimate the value of djk
i . DC power flow

is accurate enough in bulk power grids where X/R � 0 [31]. In
islanded MV/HV micro-grids where the assumption X/R � 0
does not strictly hold, simulation result in Section IV-A
shows that although the approximation of DC power flow could
incur higher control error than that in bulk power grids, the
result is acceptable to the micro-grid operator considering the
fact that the conventional hierarchical control based upon load
forecast can be costly and even less accurate. It should also be
noted that in LV micro-grid (X/R  0), the converged oper-
ating point could completely deviate from the OPF solution,
which is unacceptable and subject to further investigation.

The DC power flow can be expressed as [4]:

[Pe,1 , · · · , Pe,n ]T = B[θ1 , · · · , θn ]T , (19)

Fj,k = −Bjk (θj − θk ), ∀(j, k) ∈ Sline (20)

where Sline is the set of power lines, Fj,k is the power flow from
bus j to k, B ∈ Rn×n is the susceptance matrix of the network,
and is defined as

[B]ij =

{
−bij if i 
= j
∑

l 
=i bil if i = j
,

thus rank(B) = n − 1.
Without loss of generality, suppose that the nth bus is the

reference bus with θn = 0. Eq. (19) can be reduced to

[Pe,1 , · · · , Pe,n−1 ]T = B̃[θ1 , · · · , θn−1 ]T , (21)

where B̃ ∈ R(n−1)×(n−1) equals the susceptance matrix B ex-
cluding the nth column and row, and rank(B̃) = n − 1.

Fig. 2. Architecture of the distributed RTOPF control approach

Pre-multiplying the two sides of (21) by B̃−1 leads to

[θ1 , · · · , θn−1 ]T = B̃−1 [P1 , · · · , Pn−1 ]T . (22)

Therefore,

∂θi

∂Pe,j
=

{
[B̃−1 ]ij if j 
= n

0 otherwise
(23)

It follows from eqs. (20) and (23) that djk
i can be

approximated as

djk
i =

{
−Bjk ([B̃−1 ]j i − [B̃−1 ]ki) if i 
= n

0 otherwise
. (24)

It should be noted that, to estimate djk
i locally at each GU,

the information of matrix B needs to be stored in all the GU
agents. Once the structure of the power grid changes, matrix B
can be updated in a peer-to-peer fashion.

C. Main Result

Fig. 2 is the architecture of the distributed RTOPF con-
trol approach, which shows the flow of information in the
MAS. The convergence property of the proposed distributed
RTOPF control approach can be summarized as the following
theorem.

Theorem 1: Assume that the communication network among
the GU agents is connected. The power output of each GU
is determined by the frequency droop control (3), where the
power set-point is determined by the distributed control law
in Section III-B. This networked control system is Lyapunov
stable. In the steady state, the frequency deviation is removed
and the system’s operational point converges to a sub-optimal
solution of the OPF problem (8).

The proof of the theorem is provided in Appendix A. It should
be noted that the proof of convergence is based on linearized
AC power flow, thus it holds for both islanded micro-grid and
bulk power grid.
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Fig. 3. Control scheme of the IEEE 34-bus islanded micro-grid.

IV. SIMULATION RESULTS

In this section, the proposed distributed RTOPF control ap-
proach is validated in an islanded micro-grid modified from
the IEEE 34-bus test feeder and the IEEE 118-bus bulk power
grid with DIgSILENT PowerFactory. The steady-state results
are compared with AC OPF results calculated by MATPOWER
[32] to demonstrate the accuracy of the proposed approach.

A. IEEE 34-Bus Islanded Micro-Grid

When there is a fault in the main grid, the IEEE 34-bus
test feeder can disconnect from it at Bus 800 and operate as a
micro-grid in the islanded mode. The micro-grid has its main
voltage at 24.9 kV. The single-line diagram with the overlaid
communication network and distributed sensors are shown in
Fig. 3. This islanded micro-grid comprises 10 DGs, with DG
10 initially remaining inactive to demonstrate the flexibility and
scalability of the proposed approach. The key parameters of
these DGs are shown in Table V in Appendix B. The micro-
grid also includes 10 loads, namely L1-L10, with L10 initially
disconnected from the grid to test response of the proposed ap-
proach under power disturbance. These loads are all modeled as
constant power load. The power consumption of L1-L9 is 0.5
MW + 0.1 Mvar, while that for L10 is 1.0 MW + 0.1 Mvar.
Power lines (814, 850) and (854, 852) are selected as the crit-
ical lines through off-line analysis. Their thermal limits are
0.8 MW and 0.7 MW, respectively. Reserving a trivial safety
margin of 0.002 MW for each critical lines, i.e., F̄814,850 =
0.798 MW and F̄854,852 = 0.698 MW. Initially, all the DGs op-
erate in the steady state, with constraints (8c) and (8d) remaining
inactive.

First, the response of the networked control system to ran-
dom power disturbance is studied: at t = 5 s, L10 is connected
to the islanded micro-grid from Bus 890. The system response is
shown in Fig. 4. Right after the load connection, because more
active power is consumed than generated, the system frequency
decreases to 59.83 Hz, as shown in Fig. 4(a). With the feedback
of frequency error, each DG increases its λ(i) and thus its ac-
tive power to rebalance the demand. Consequently, the system
frequency is recovered to the nominal value 60 Hz after 15 s.
Fig. 4(d) shows that the response of λ(i) for each DG almost

Fig. 4. System response to random power disturbance.

TABLE I
COMPARISON OF THE SIMULATION RESULTS AFTER LOAD DISTURBANCE

DG No. AC OPF (MW) Proposed Approach (MW) Relative Error (%)

1 0.595 0.623 4.71
2 0.586 0.604 3.07
3 0.556 0.558 0.36
4 0.587 0.582 −0.85
5 0.672 0.674 0.30
6 0.694 0.697 0.93
7 0.715 0.717 0.43
8 0.730 0.735 0.93
9 0.389 0.374 −3.86

coincides with each other during the transient. This is because
the ”force of consensus” outweighs the ”force of feedback”.
Fig. 4(c) shows that after a new steady state is reached, the
power flow of line (854, 852) is saturated at 0.6981 MW. In
the new steady state, the converged power outputs of DGs (as
depicted in Fig. 4(b)) are compared with the ideal AC OPF re-
sult (no load forecast error is considered), as shown in Table I.
It can be observed that the relative error is within 4.7%, which
is satisfactory enough considering the fact that 1) in the real
implementation of the hierarchical control, inaccurate load fore-
cast could also introduce comparable or even more significant
error and 2) load forecast in a micro-grid can be costly.

Next, it is demonstrated that the proposed approach can make
DGs plug-and-play: at t = 5 s, DG 10 is connected to the is-
landed micro-grid from Bus 806. The system response is shown
in Fig. 5. The system converges to a new steady state in about
30 s. After DG 10 is plugged in, it gradually picks up load,
and consequently results in power congestion of the two criti-
cal lines. Moreover, because the number of DGs increases, the
power output of DG 1 - DG 9 can slightly decrease, so does the
consensus of λ(i) , as can be seen in Fig. 5(b) and (d). Table II
compares the converged power outputs of DGs in the new steady
state with the ideal AC OPF result. The maximum relative error
is 5.0% in this case.

Third, the response of the proposed approach to time-varying
generation limits is studied: at t = 0 s, Pmax

1 and Pmax
2 start to

decrease from 0.7 MW to 0.4 MW at a rate of 0.02 MW/s due to
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Fig. 5. System response to activation of DG 10.

TABLE II
COMPARISON OF THE SIMULATION RESULTS AFTER DG PLUG-IN

DG No. AC OPF (MW) Proposed Approach (MW) Relative Error (%)

1 0.442 0.454 2.71
2 0.427 0.426 −0.23
3 0.504 0.525 4.17
4 0.537 0.556 3.54
5 0.399 0.397 −0.50
6 0.452 0.440 −2.65
7 0.488 0.478 −2.09
8 0.517 0.511 −1.16
9 0.319 0.335 5.02
10 0.443 0.453 2.26

Fig. 6. System response to time-varying generation limits.

the change of weather condition. The system response is shown
in Fig. 6. As can be observed from Fig. 6(b), generation limits of
DG 1 and DG 2 become active constraints at t = 5 s. The other
DGs should increase their power output to maintain the power
balance within the grid. To demonstrate the robustness of the
proposed approach to communication interruption, communica-
tion between DG 5 and DG 9 is blocked since t = 5 s. To adapt
to this change, DG 5 and DG 9 set the corresponding weights
w59 and w95 to 0 in (15) and (18). Since the resulting com-
munication remains connected, convergence is still achieved. In

TABLE III
COMPARISON OF THE SIMULATION RESULTS UNDER TIME-VARYING

GENERATION LIMITS

DG No. AC OPF (MW) Proposed Approach (MW) Relative Error (%)

1 0.400 0.400 0.00
2 0.400 0.400 0.00
3 0.575 0.595 3.48
4 0.604 0.616 1.99
5 0.476 0.470 −1.26
6 0.520 0.508 −2.31
7 0.552 0.541 −1.99
8 0.577 0.570 −1.21
9 0.408 0.426 4.41

10 0.443 0.453 2.26

Fig. 7. Response of the IEEE 118-bus test system.

the new steady state, no critical line has reached the thermal
limit. Table III compares the converged power outputs of DGs
with the ideal AC OPF result. The relative error is within 4.4%
in this case.

B. IEEE 118-Bus System

The proposed approach is also tested in a bulk power grid.
The IEEE 118-bus test case represents a simple approximation
of the American Electric Power System in the U.S. Midwest,
which contains 172 buses, 185 transmission lines, 76 transform-
ers and 91 constant power loads. Detailed parameters of the grid
can be found in the MATPOWER case file ‘case118’. 19 GUs
are connected to the grid from different locations, the key pa-
rameters of which are shown in Table VI in Appendix B. The
corresponding GU agents are interconnected with a ring-shape
communication network in ascending order of their numbers.
The parameters of 4 critical power lines are shown in Table VII
in Appendix B. An 1 MW safety margin is reserved for each
critical line.

Initially, all the GUs operate in the steady state, with only
thermal limit constraint of line (26, 30) being active. At t =
10 s, the load at Bus 23 increases from 7 MW to 140 MW to
imitate a severe power disturbance. The response of the system
is depicted in Fig. 7. It can be observed that the system con-
verges in about 90 s, which is slower than that in the islanded
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TABLE IV
COMPARISON OF THE RESULT IN THE IEEE 118-BUS SYSTEM

GU No. AC OPF (MW) Proposed Approach (MW) Relative Error (%)

1 379.0 382.9 1.03
2 152.4 146.8 −3.67
3 223.7 215.6 −3.62
4 331.3 319.8 −3.47
5 51.7 49.8 −3.67
6 67.7 67.9 0.30
7 273.2 275.5 0.08
8 121.6 119.1 −2.06
9 220.9 221.7 0.36
10 223.6 228.7 2.28
11 339.5 349.5 2.95
12 338.2 348.5 3.05
13 452.7 468.1 3.40
14 426.6 431.1 1.05
15 28.7 28.8 0.35
16 365.2 364.9 −0.6
17 259.1 258.7 −0.15
18 98.9 97.6 −1.31
19 89.0 89.3 0.34

micro-grid. This is partly because there are more GUs in this
grid, and GUs in a bulk power grid have higher inertia constants.
In the transient, the system frequency declines to 59.8 Hz before
recovering the nominal value. Because the dynamics of the dis-
tributed RTOPF approach reacts relatively slowly, the transient
behavior is mainly influenced by the droop constant kDi , thus
the transient performance is comparable to that of the primary
frequency control. After convergence, Fig. 7(b) shows that the
GUs are still within their full capacities, while Fig. 7(c) shows
that only power flow of line (25, 23) exceeds F̄25,23 by about 0.8
MW. Thus the power flow is still within its thermal limit. The
result of the proposed control approach is compared with that of
the ideal AC OPF in Table IV , which shows that the maximum
relative error is within 3.7%. This relative error is smaller than
that in the islanded micro-grid mainly because DC power flow
is more accurate in a bulk power grid.

V. CONCLUSION

A multi-agent system based distributed real-time optimal
power flow control approach, which integrates the function of
the conventional hierarchical control, is proposed in this paper.
By means of distributively measuring power flow and system
frequency, and exchanging a minimum amount of information
among neighboring GU agents, the proposed strategy can re-
cover the nominal frequency, while minimize the generation
cost of the GUs in real time under power balance, generation
limit, and power flow limit constraints. The proposed strategy
is economically efficient in comparison with the conventional
hierarchical scheme, where load forecast inaccuracy and rela-
tively slow updating period of tertiary control could incur higher
control error. Moreover, it is robust to communication interrup-
tion and can meet the requirement of plug-and-play. Simulation
results based on an islanded micro-grid modified from the IEEE
34-bus test feeder and the IEEE 118-bus bulk power grid demon-
strate the effectiveness and accuracy of the proposed approach.

APPENDIX A
PROOF OF THEOREM 1

The proof of Theorem 1 can be proceeded in two steps.
Step 1: Linearization
Linearizing eqs. (4) and (5) around a stable operational point

(denoted with ∗ superscript) leads to

ΔPe,i =
∑

(i,j )∈Sl in e

βp
ij (Δθi − Δθj ) + εp

ij,1ΔEi + εp
ij,2ΔEj ,

(25)
ΔQe,i =

∑

(i,j )∈Sl in e

βq
ij (Δθi − Δθj ) + εq

ij,1ΔEi + εq
ij,2ΔEj ,

(26)

where Δx = x − x∗ with x being any variables, and

βp
ij = E∗

i E
∗
j [bij cos(θ∗i − θ∗j ) − gij sin(θ∗i − θ∗j )],

εp
ij,1 = E∗

j [gij cos(θ∗i − θ∗j ) − bij sin(θ∗i − θ∗j )],

εp
ij,2 = E∗

i [gij cos(θ∗i − θ∗j ) − bij sin(θ∗i − θ∗j )],

βq
ij = E∗

i E
∗
j [gij cos(θ∗i − θ∗j ) − bij sin(θ∗i − θ∗j )],

εq
ij,1 = E∗

j [gij sin(θ∗i − θ∗j ) − bij cos(θ∗i − θ∗j )],

εq
ij,2 = E∗

i [gij sin(θ∗i − θ∗j ) − bij cos(θ∗i − θ∗j )].

Compactly, eqs. (25) and (26) can be written as

[
ΔP e,G

ΔP e,L

]
=

Bp

︷ ︸︸ ︷[
Bp

GG Bp
GL

Bp
LG Bp

LL

] [
ΔθG

ΔθL

]

+

[
Ep

GG Ep
GL

Ep
LG Ep

LL

]

︸ ︷︷ ︸
Ep

[
ΔEG

ΔEL

]
,

(27)

[
ΔQe,G

ΔQe,L

]
=

Bq

︷ ︸︸ ︷[
Bq

GG Bq
GL

Bq
LG Bq

LL

] [
ΔθG

ΔθL

]

+

[
Eq

GG Eq
GL

Eq
LG Eq

LL

]

︸ ︷︷ ︸
Eq

[
ΔEG

ΔEL

]
,

(28)

where ΔP e,G = [ΔPe,1 , · · · ,ΔPe,q ]T , ΔP e,L = [ΔPe,q+1 ,
· · · ,ΔPe,n ]T , ΔQe,G = [ΔQe,1 , · · · ,ΔQe,q ]T , ΔQe,L =
[ΔQe,q+1 , · · · ,ΔQe,n ]T , ΔθG = [Δθ1 , · · · ,Δθq ]T , ΔθL =
[Δθq+1 , · · · ,Δθn ]T , ΔEG = [ΔE1 , · · · ,ΔEq ]T , ΔEL =
[ΔEq+1 , · · · ,ΔEn ]T , and

[Bs ]ij =

{
−βs

ij if i 
= j
∑

l 
=i βs
il if i = j

,

[Es ]ij =

{
εs
ij,2 if i 
= j

∑
l 
=i εs

ij,1 if i = j
,

with s being p or q.
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For the GU buses, consider the corresponding voltages are
controlled constant (PV node), i.e., ΔEG = 0; for the Load
buses, consider the corresponding active/reactive power injec-
tions are controlled constant (PQ node), i.e., ΔP e,L = 0 and
ΔQe,L = 0. It follows from (28) that

ΔEL = −(Ep
LL )−1(Bq

LGΔθG + Bq
LLθL ) (29)

Substituting (29) into (27) leads to
[

ΔP e,G

ΔP e,L

]
=

[
BGG BGL

BLG BLL

]

︸ ︷︷ ︸
B

[
ΔθG

ΔθL

]
, (30)

where

B=

[Bp
GG − Ep

GL (Eq
LL )−1Bq

LG Bp
GL − Ep

GL (Eq
LL )−1Bq

LL

Bp
LG − Ep

LL (Eq
LL )−1Bq

LG Bp
LL − Ep

LL (Eq
LL )−1Bq

LL

]
.

It can be inferred from (30) that

ΔθL = −B−1
LLBLGΔθG, (31)

which can lead to

ΔP e,G = (BGG − BGLB−1
LLBLG )ΔθG � (Br + ΔBr )ΔθG,

(32)
The coefficient matrix BGG − BGLB−1

LLBLG can always be
decomposed as Br + ΔBr , where Br is an irreducible and sym-
metrical Laplacian matrix, and ΔBr can be viewed as a perturba-
tion. Furthermore, it can be verified through numerical analysis
that ΔBr is close to all-zero matrix. Ignoring the high-order
infinitesimal, (32) can be simplified as

ΔP e,G = BrΔθG. (33)

Linearizing eq. (6) around a stable operational point leads to

ΔFi,j = βf
ij (Δθi − Δθj ) + εf

ij,1ΔEi + εf
ij,2ΔEj , (34)

where

βf
ij = E∗

i E
∗
j [gij sin(θ∗i − θ∗j ) − bij cos(θ∗i − θ∗j )],

εf
ij,1 = 2gijE

∗
i − gijE

∗
j cos(θ∗i − θ∗j ) − bijE

∗
j sin(θ∗i − θ∗j ),

εf
ij,2 = −gijE

∗
i cos(θ∗i − θ∗j ) − bijE

∗
i sin(θ∗i − θ∗j ).

By invoking eqs. (29) and (31), eq. (34) leads to

ΔFi,j = φT
i,jΔθG, (35)

where the expression of φi,j ∈ Rq can be easily inferred thus is
omitted here due to the limit of space.

Step 2: Lyapunov Stability Analysis
Consider that the optimal solution of the reformulated OPF

problem (10) (denoted with ∗ superscript) satisfies

P ∗
0 � [P 0∗

1 , · · · , P 0∗
q ]T

= vec

{
λ∗ − bi − γ

∑
(j,k)∈Sc r i t

[F ∗
j,k − F̄j,k ]+djk

i

2ai

}

(36)

where vec{xi} denotes a vector of proper size with its ith entry
equal to xi .

It follows from the analysis in Step 1 that Br is an irreducible
and symmetrical Laplacian matrix. Thus rank(Br ) = q − 1 and
θ∗

G is undetermined, i.e., if θ∗
G = θ0 satisfies (36), θ∗

G = θ0 +
1q c also does for all c ∈ R, where 1q ∈ Rq is an all-one vector.
In the following analysis, θ∗

G is selected so that

1T
q ΔθG = 1T

q θG − 1T
q θ∗

G ≡ 0. (37)

Thus 1T
q θ̇

∗
G = 1T

q θ̇G = 1T
q Δω, where Δω = [Δω1 , · · · ,

Δωq ]T . Since the changing rate of θ∗i is the same for all i ∈ Sgen ,

θ̇
∗
G =

1
q
1q×qΔω, where 1q×q ∈ Rq×q is an all-one matrix.

It follows from (14), (33) and (36) that (2) can be rewritten in
the compact form as

TΔω̇ = ΔP G − ΔP e,G = ΔP 0 − KD Δω − ΔP e,G

= −BrΔθG + ΛΔλ − KD Δω − ΛΔF
,

(38)

where Δλ = [λ(1) − λ∗, · · · , λ(q) − λ∗]T , KD = diag{[kD1 ,

· · · , kDq ]}, T = diag{[T1 , · · · , Tq ]}, Λ = diag{[ 1
2a1

, · · · ,

1
2aq

]}, and

ΔF =γvec

⎧
⎨

⎩
∑

(j,k)∈Sc r i t

djk
i ([Fj,k − F̄j,k ]+ − [F ∗

j,k − F̄j,k ]+ )

⎫
⎬

⎭

Therefore, the dynamics of the error system can be charac-
terized as

⎡

⎢⎣
Δθ̇G

Δω̇

Δλ̇

⎤

⎥⎦ =

⎡

⎢⎢⎢⎣

0 Iq − 1
q
1q×q 0

−T−1Br −T−1KD T−1Λ

0 −Λ −L

⎤

⎥⎥⎥⎦

⎡

⎢⎣
ΔθG

Δω

Δλ

⎤

⎥⎦

+

⎡

⎢⎣
0

−T−1ΛΔF

0

⎤

⎥⎦ (39)

where L ∈ Rq×q is the graph Laplacian of the communication
network defined in (16).

Choose a Lyapunov candidate as

V = αΔθT
GBrΔθ + αΔωT TΔω

+ αΔλ2 + ΔθT
GTΔω − βΔλT TΔω. (40)

Define a state transformation matrix TB = [νB 1 , NB ]T ,
where NB = [νB 2 , · · · ,νBq ] and νBi is the left eigenvector
corresponding to the ith eigenvalue of Br , i.e., λi(Br ) for all
i ∈ Sgen . Specifically, Br has a simple eigenvalue λ1(Br ) = 0
with its corresponding left eigenvector νB 1 = 1q since it is a
symmetrical and irreducible Laplacian matrix [17]. Consider
(37) and apply the state transformation to ΔθG as TB ΔθG =
[0, δθT

G ]T ⇒ ΔθG = NB δθG , where δθG ∈ Rq−1 is the trans-
formed state vector. Thus eq. (40) can be rewritten as

V = αδθT
GB′

r δθG + αΔωT TΔω + αΔλ2

+ δθT
GNT

B TΔω − βΔλT
GTΔω,
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where B′
r = NT

B BrNB = diag{[λ2(Br ), · · · , λq (Br )]} is pos-
itive definite. Therefore, it follows from inequality ‖a‖2 +
‖b‖2 ≥ 2aT b that V is positive definite for relatively large α.

The time derivative of the Lyapunov function in (40) along
the trajectory of (39) can be calculated as

V̇ = �������
2αΔθT

GBrΔω −�������
2αΔθT

GBrΔω − 2αΔωT KD Δω

+������
2αΔωT ΛΔλ − 2αΔωT ΛΔF −������

2αΔλT ΛΔω

− 2αΔλT LΔλ − ΔθT
GBrΔθG − ΔθT

GKD Δω

+ ΔθT
GΛΔλ − ΔθT

GΛΔF + ΔωT T

(
Iq − 1

q
1q×q

)
Δω

+ βΔλT BrΔθG + βΔλT KD Δω − βΔλT ΛΔλ

+ βΔλT ΛΔF + βΔωT TΛΔω + βΔωT TLΔλ

= − ΔθT
GBrΔθG − ΔωT M1Δω − ΔλT (2αL + βΛ)Δλ

− ΔθT
GKD Δω + ΔθT

G (Λ + βBr )Δλ

+ βΔλT (KD + LT )Δω − 2αΔωT ΛΔF

− ΔθT
GΛΔF + βΔλT ΛΔF (41)

,

where M1 = 2αKD − βTΛ − T (Iq − 1
q
1q×q ) ∈ Rq×q .

Next, the upper bounds of its last three terms are derived
with respect to the states in (39). The upper bound of the first
term is derived in (42) as shown at the bottom of this page,
where djk � [djk

1 , · · · , djk
q ]T , and the symbol ’∧’ means to take

the absolute value element-wise of the corresponding vector or
matrix. The inequality follows from |a| − |b| ≤ |a − b| and (35).

It can also be derived that −ΔθT
GΛΔF ≤ γΔθ̂

T

GR2Δθ̂G and

βΔλT ΛΔF ≤ γβΔλ̂
T
R3Δθ̂G , where the expressions of R2

and R3 can be calculated similarly as in (42). Substituting the
above inequalities into (41) leads to

V̇ ≤ − ΔθT
GBrΔθG + γΔθ̂

T

GR2Δθ̂G − ΔωT M1Δω

− ΔλT (2αL + βΛ)Δλ − ΔθT
GKD Δω

+ αγΔθ̂
T

GRT
1 Δω̂ + ΔθT

G (Λ + βBr )Δλ

+ βγΔθ̂
T

GRT
3 Δλ̂ + βΔλT (KD + LT )Δω.

(43)

Define a state transformation matrix TL = [νL1 , NL ]T ,
where NL = [νL2 , · · · ,νLq ] and νLi is the left eigenvector
corresponding to eigenvalue λi(L) for all i ∈ Sgen . Specifi-
cally, νL1 = 1q corresponds to λ1(L) = 0 since L is a sym-
metrical and irreducible Laplacian matrix. Note also that the
rest eigenvalues λ2(L), · · · , λq (L) of L are positive [17].

The state transformation leads to TLΔλ = [δλ1 , δλ
T ]T ⇒

Δλ = νL1δλ1 + NLδλ, where δλ1 and δλ ∈ Rq−1 are the
transformed states.

V̇ ≤ − δθT
GB′

r δθG + γδθ̂
T

G (N̂T
B R2N̂B )δθ̂G − ΔωT M1Δω

− (δλ1ν
T
L1 + δλT NT

L )(2αL + βΛ)(νL1δλ1 + NLδλ)

− δθT
GNT

B KD Δω + αγδθ̂
T

GN̂T
B RT

1 Δω̂

+ δθT
GNT

B (Λ + βBr )(νL1δλ1 + NLδλ)

+ βγδθ̂
T

GN̂T
B RT

3 (νL1 |δλ1 | + N̂Lδλ)

+ β(δλ1ν
T
L1 + δλT NT

L )(KD + LT )Δω

≤ − λmin(M2)δθ̂
T

Gδθ̂G − λmin(M1)Δω̂T Δω̂

− αλmin(L′)δλ̂
T
δλ̂ − β

q∑

i=1

1
2ai

δλ2
1

+ δθ̂
T

G ( ̂NT
B KD + αγN̂T

B RT
1 )Δω̂

+ δθ̂
T

G ( ̂NT
B ΛνL1 + βγN̂T

B R3νL1)|δλ1 |

+ δθ̂
T

G

(
̂NT

B (Λ + βBr )NL + βγN̂T
B RT

3 N̂L

)
δλ̂

+ βδλ1ν
T
L1(KD + LT )Δω + βδλT NT

L (KD + LT )Δω

+ 2βδλ̂
T

̂NT
L ΛνL1 |δλ1 |. (44)

By applying state transformation to ΔθG and Δλ, eq. (43)
leads to (44) above, where λmin(·) means the minimum eigen-
value of the matrix, and

M2 = λmin(B′
r )Iq−1 − γN̂T

B R2N̂B ,

L′ = NT
L LNL = diag{[λ2(L), · · · , λq (L)]}.

The second inequality in (44) follows from the inequality
xT Ax ≥ λmin(A)‖x‖2 . It can be inferred that its first line is
negative definite since λmin(B′

r ) > 0, thus λmin(M2) > 0 when
γ is small enough. Also, λmin(M1) > 0 when α � β > 0, and
λmin(L′) = min{λ2(L), · · · , λq (L)} > 0. The last three lines
of the second inequality is indefinite, but these indefinite terms
can be bounded by the negative definite terms by invoking in-
equality ‖a‖2 + ‖b‖2 ≥ 2aT b when α � β > 0 and γ is small
enough, thus V̇ is negative definite.

It can be concluded that the error system (39) is Lyapunov
stable. In the steady state, the optimal solution of problem (10)
is achieved, which corresponds to a sub-optimal solution of the
original optimization problem (8). This concludes the proof of
Theorem 1.

−2αΔωT ΛΔF = −αγ

q∑

i=1

{
1
ai

Δωi

∑

(j,k)∈Sc r i t

djk
i {[Fj,k − F̄j,k ]+ − [F ∗

jk − F̄j,k ]+}
}

≤ αγ

q∑

i=1

{
1
ai
|Δωi |

∑

(j,k)∈Sc r i t

|djk
i ||ΔFj,k |

}
≤ 2αγΔω̂T Λd̂jk φ̂

T

jkΔθ̂G � αγΔω̂T R1Δθ̂G

(42)
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APPENDIX B
KEY PARAMETERS OF THE CASE STUDIES

TABLE V
PARAMETERS OF THE DGS IN THE IEEE 34-BUS MICRO-GRID

GU No. Bus No. Cost Parameters P m in
i P m ax

i kD i

ai bi ci (MW) (MW) (MW/Hz)

1 800 1.00 1.0 0.4 0 0.7 0.2
2 808 0.95 1.1 0.4 0 0.7 0.2
3 822 0.85 1.3 0.4 0 0.7 0.2
4 826 0.90 1.2 0.4 0 0.7 0.2
5 832 0.65 1.7 0.4 0 0.7 0.2
6 838 0.70 1.6 0.4 0 0.8 0.2
7 840 0.75 1.5 0.4 0 0.8 0.2
8 848 0.80 1.4 0.4 0 0.8 0.2
9 856 0.60 1.8 0.4 0 0.8 0.2
10 806 1.00 1.0 0.4 0 0.8 0.2

TABLE VI
PARAMETERS OF THE GUS IN THE IEEE 118-BUS SYSTEM

GU No. Bus No. Cost Parameters P m in
i P m ax

i kD i

ai bi ci (MW) (MW) (MW/Hz)

1 10 0.0889 20 100 55 550 20
2 12 0.2333 20 100 18 185 8
3 25 0.135 20 100 32 320 16
4 26 0.0954 20 100 41 414 20
5 31 0.711 20 100 10 107 5
6 46 0.5263 20 100 12 119 6
7 49 0.131 20 100 30 304 15
8 54 0.311 20 100 15 148 7
9 59 0.1613 20 100 25 255 12
10 61 0.1563 20 100 26 260 10
11 65 0.1024 20 100 49 490 20
12 66 0.1021 20 100 49 490 15
13 69 0.0772 20 100 80 805 35
14 80 0.0836 20 100 55 577 25
15 87 1.251 20 100 10 104 5
16 89 0.099 20 100 70 707 30
17 100 0.141 20 100 35 352 15
18 103 0.3705 20 100 14 140 7
19 111 0.4051 20 100 13 136 7

TABLE VII
PARAMETERS OF THE CRITICAL LINES IN THE IEEE 118-BUS SYSTEM

Critical From To Thermal F̄i ,j

Line No. Bus No. Bus No. Limit (MW) (MW)

1 25 23 215 214
2 26 30 240 239
3 65 38 205 204
4 65 68 220 219
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